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Abstract

In this study, positive matrix factorization (PMF) was applied to the chemical composition data of the

ambient PM2.5 collected at the Mammoth Cave National Park, an IMPROVE site in Kentucky. Eight

individual carbon fractions, four organic carbons (OCs), pyrolyzed organic carbon (OP) and three elemental

carbons (ECs), were provided to the analysis. Nine sources including the well-distinguished gasoline

emission and diesel emission were identified. Also, the back trajectories indicated the crustal factor in this

study were likely caused by Saharan dust storms in the summer. The apportionment of nine sources was:

gasoline emission (6.7%), diesel emission (3.1%), summer secondary sulfate (49.0%), winter secondary

sulfate (0.6%), OP-rich secondary sulfate (16.2%), secondary nitrate (2.8%), Intercontinental dust plus soil

(4.9%), wood smoke (13.6%), and aged sea salt (3.2%). The results of this study will help regularize the

pollution control strategies in rural areas of Kentucky and upper mid-western US while demonstrating the

feasibility of applying carbon fractions to the source apportionment of rural upper-Midwestern areas.

D 2005 Elsevier B.V. All rights reserved.
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1. Introduction

A relationship between human mortality/morbidity and particulate matter (PM) concentra-

tions has been observed (Dockery et al., 1993; Gauderman et al., 2000). Also, the evidence for a

significant role of traffic-related emissions on public health has been reported (Cyrys et al.,
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2003; de Hartog et al., 2003; Brauer et al., 2002; 2003; Hoek et al., 2002). Thus, the ability to

effectively identify the possible particle sources including the diesel/gasoline emissions becomes

increasingly important.

In this study, the aerosol chemical composition data collected at the Interagency Monitoring

of Protected Visual Environments (IMPROVE) site at the Mammoth Cave National Park,

Kentucky was analyzed. In addition to the element measurements, eight temperature resolved

carbon fractions, four organic carbons (OC), pyrolyzed organic carbon (OP) and three elemental

carbons (EC), were provided. In the previous analyses on ambient aerosols (Polissar et al., 2001;

Song et al., 2001), PMF could not clearly resolve carbonaceous particle sources, especially

various types of vehicle emissions, because of their similar profiles in terms of total OC and EC

and similar emission patterns. Recent studies of the use of temperature-resolved carbon fractions

in the PMF analysis of the PM data from Seattle, WA (Maykut et al., 2003), Atlanta, GA (Kim et

al., 2004), Washington, DC (Kim and Hopke, 2004a), Brigantine, NJ (Kim and Hopke, 2004b),

and San Gorgonio, CA (Zhao and Hopke, 2004), have suggested that diesel and spark-ignition

emissions can be separated well. Therefore, the objectives of this study are to identify the aerosol

sources in the Mammoth Cave National Park area and to demonstrate the feasibility of using

carbon fractions to resolve the motor vehicle sources in the upper Midwestern area. These results

would provide a closer view of the sources for the ambient aerosols in rural areas of Kentucky

and upper Midwestern US and also help develop source emission control strategies to improve

the visibility in this area.

2. Sampling and data pretreatment

The Interagency Monitoring of Protected Visual Environments (IMPROVE) monitoring

program (Malm et al., 1994; http://vista.cira.colostate.edu/improve) was established in 1985 to

support the development of implementation plans for the protection of visibility in 156

national parks and wilderness areas. Particle samples for this study were collected at

Mammoth Cave National Park (latitude: 37.138N; longitude: 86.158W) during the period from

September 1991 to May 2003. Teflon filters were used for mass concentrations and analyzed

by Particle Induced X-ray Emission (PIXE) for Na to Mn, by X-ray Fluorescence (XRF) for

Fe to Pb and by Proton Elastic Scattering Analysis (PESA) for the elemental hydrogen

concentration. Beginning January 1, 2002, XRF was used exclusively for the elemental

analysis of Na to Pb. The nylon filter was analyzed via ion chromatography (IC) for nitrate,

sulfate and chloride. The quartz filter was analyzed by using IMPROVE/TOR protocol (Chow

et al., 1993) for eight temperature-resolved carbon fractions (OC1, OC2, OC3, OC4, OP, EC1,

EC2 and EC3; OC: organic carbon; OP: organic pyrolized carbon; EC: elemental carbon). In

detail, this protocol volatilizes organic carbon (OC) in four temperature steps in a helium

atmosphere: OC1 at 120 8C, OC2 at 250 8C, OC3 at 450 8C, and OC4 at 550 8C. OC4
responses return to constant values. Pyrolyzed organic carbon (OP) is oxidized at 550 8C in a

mixture of 2% oxygen and 98% helium atmosphere until the return of filter’s reflectance to its

initial value. Then, three elemental carbon (EC) fractions are measured in an oxidizing

atmosphere: EC1 at 550 8C, EC2 at 700 8C, and EC3 at 850 8C (Begum et al., 2005). In the

analyses, OP is reported as a sub-fraction of EC1, but the previous studies (Kim et al., 2004;

Kim and Hopke, 2004a,b; Zhao and Hopke, 2004) showed that subtracting OP from EC1 and

using OP as an independent species for PMF analysis produced more reasonable results. Thus,

OP was separated as a species and EC1 was calculated to be the remaining part of the original

measured EC1. After 2000, the IMPROVE program changed the sampling schedule from

http://vista.cira.colostate.edu/improve
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24-h samples collected twice per week (on Wednesday and Saturday) to 24-h samples

collected every third day.

In the original measurement data set, some species had more than 50% missing or below

detection limit (BDL) values. It is not a good method to exclude an element just based on its

percentage of missings and BDLs. Recently a practical statistical test based on signal/noise (S/N)

ratio was proposed to define the variable (element) quality (Paatero and Hopke, 2003). Elements

with the S/N larger than 2 can be considered as good variables, elements with the S/N between

0.2 and 2 can be considered as weak variables, and elements with the S/N less than 0.2 are

considered as bad variables. The bad elements should be excluded from analysis. A factor of 2 or

3 can be applied to downweight the weak elements. In addition, the element with more than 90–

95% missings and BDLs is recommended to be excluded no matter how much its S/N is. There

is a strong relationship between XRF sulfur and IC sulfate, so in accordance with the IMPROVE

recommendation (http://vista.cira.colostate.edu/improve), only XRF sulfur was used. Therefore,

the PMF analysis began with 1274 samples and 31 species.

3. Data analysis

To identify the number and nature of sources, receptor models are widely used (Hopke, 1985,

1991). For cases without a priori source profile information, principal component analysis (PCA)

has been applied (Hopke et al., 1976; Heidam, 1981; Henry, 1987; Barrie and Barrie, 1990).

However, Paatero and Tapper (1993) showed that PCA could not provide a true minimal

variance solution since it is based on an incorrect weighting scheme. Positive matrix

factorization (PMF, Paatero, 1997) is a least squares-based factor analysis model using a data

point weighting method and its distinct advantage is the ability to handle missing and below

detection limit data by adjusting the corresponding error estimates (Polissar et al., 2001; Song et

al., 2001). PMF also implements the non-negativity constraints to obtain more physically

realistic factors.

The principle of PMF is briefly presented here. Suppose X is an n by m data matrix consisting

of the measurements of m chemical species in n samples. The objective of multivariate receptor

modeling is to determine the number of aerosol sources, p, the chemical composition profiles, fk,

and the contributions, gk, of sources (k =1, 2, . . ., p) (Polissar et al., 2001; Song et al., 2001).

The factor analysis model can be written as

X ¼ GFT þ F ð1Þ

where G is an n by p matrix of source contributions to the samples, FT is the transpose of

an m by p matrix of source profiles, and E is a matrix of residuals. Each sample is an

observation along the time axis, so G describes the temporal variation of the source

contribution.

The goal of PMF analysis is to determine the number of sources and the corresponding

profiles and contributions via solving the optimization problem in Eq. (2).

G;Ff g ¼ argmin
G;F

Qð Þ ¼ argmin
G;F

�
�
�
�

X�GFT

R

�
�
�
�
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ð2Þ

where A is the uncertainty matrix corresponding to the measurement matrix X. The method for

estimating uncertainties was described by Polissar et al. (1998).
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4. Results and discussion

Because the sources obtained through PMF are not orthogonal, a solution with more factors

does not necessarily contain the same sources in a solution with fewer factors. Therefore, it is

necessary to explore different numbers of sources to find the optimal solution with the physical

meaning. Generally speaking, finding the solution in PMF can be divided into two steps: coarse

selection and fine adjustment.

In the first step, it is expected to determine the proper number of sources through

experiments. Q defined in Eq. (2) can be used to help determine the proper source number since

it is expected to show a change in slope with the number of sources from rapid to slow at the

point of the decided number. More importantly, the resolved sources should be interpretable. In

this study, the number of sources was determined to be nine.

In the second step of the analysis, the parameters FPEAK and FKEY are used to control the

rotation problem and find the optimal solution, as in general bilinear factor analysis has

rotational ambiguity (Paatero et al., 2002). By setting a positive/negative value of FPEAK, the

routine is forced to add/subtract G factor vectors to/from each other and subtract/add the

corresponding F factors from/to each other and thereby yields more physically realistic

solutions. The details of this procedure are described by Paatero (1997) and Paatero et al. (2002).

There is no theoretical rule for selecting FPEAK to produce a bniceQ solution. PMF is run with

different FPEAK values to determine the range within which the objective function Q does not

show a significant change. The optimal solution should lie in this range (Paatero et al., 2002). In

this study, Q seemed very stable in the range of FPEAK from �0.2 to 0.2. In view of the

physical meaning of the resolved sources and the distribution of the species scaled residuals, the

FPEAK value was finally set to 0.

During the step of fine adjustment, chemical compositions of resolved sources may have

features that are in disagreement with measured source profiles or prior analyses of similar data.

For example, it is not normal for selenium to be presented in significant amount in sea salt rather

than in winter coal. Thus, a bpulling downQ operation can be used to rotate the system to yield a

reasonable profile through the matrix bFKEYQ (Lee et al., 1999). This matrix of integer values

has the same size as F. In general, an FKEY value of 9 corresponds to a bmedium–strongQ pull.
Additionally, 6 samples were excluded from the final analysis, because they affected the

model accuracy and the interpretation of the identified sources. They respectively corresponded

to one sharp peak in the initial gasoline contribution series, one sharp peak in the concentration

series of K, one sharp peak in the concentration series of EC2, and three sharp peaks in the

concentration series of Cu. Such large species peaks relative to the normal range of observed

concentrations substantially perturbed the solutions. Since the objective was to apportion the

commonly contributing sources, these unusual events were excluded.

Nine sources were resolved for the ambient aerosols at the Mammoth Cave National Park

IMPROVE site. They were 1: gasoline emission, 2: diesel emission, 3: summer secondary sulfate,

4: winter secondary sulfate, 5: OP-rich secondary sulfate, 6: secondary nitrate, 7: Intercontinental

dust+soil, 8: wood smoke, and 9: aged sea salt. Multiple linear regression (MLR) was applied to

regress the total PM2.5 mass against the estimated source contributions (Hopke et al., 1980). The

regression coefficients should be all positive, if the resolved sources are reasonable. Then, the

coefficients were used to scale the source profiles and contributions to make them more physically

meaningful. The regression model was also used to reconstruct the PM2.5 concentration. Fig. 1

shows the comparison between the reconstructed PM2.5 concentration and the measured PM2.5

concentration. The slope of the line is 0.85F0.01, the intercept is 1.89F0.15, and R2 is 0.85,



Fig. 1. Comparison of the reconstructed total PM2.5 mass concentrations from the PMF analysis with the measured PM2.5

mass concentrations.
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which means the resolved sources can effectively account for the particle mass. The

corresponding source profiles and contributions are shown in Figs. 2 and 3, respectively. The

average mass contribution of each source to the total PM mass is shown in Fig. 4.

4.1. Description of diesel and gasoline emissions

Source 1 with high concentrations of OC3 and OC4 and source 2 with high concentration of

EC1 represent gasoline and diesel emissions, respectively. Fig. 5 shows the carbon fraction

profiles of diesel and gasoline emissions of this study are identical with the profiles of the San

Grogonio data, CA (Zhao and Hopke, 2004). Also, they are similar to the profiles estimated in

Atlanta, GA (Kim et al., 2004), Washington DC (Kim and Hopke, 2004a), Brigantine, NJ (Kim

and Hopke, 2004b), and Bondville, IL (Kim et al., 2005). The diesel emissions contain some Cu,

Fe and Zn, because Zn is from the motor oil additives and Cu may be released from brake pads

(Garg et al., 2000; Maykut et al., 2003; Kim et al., 2004; Kim and Hopke, 2004a). The Fe is

likely to be from muffler ablation. Some Si in the diesel emission profile may be due to the

mixture of road dust. The diesel emission profile also shows relatively high concentration of Al.

Down-weighting and FPEAK were applied to explore this high value, but there were no

significant changes. A possible reason may be that more than 50% of the measurements of Al

were missing or below detection limit. The Fe and Ca in the gasoline emission may be mainly

from the catalyst-equipped gasoline vehicles (Schauer et al., 2002). Fig. 4 shows that the average

contributions of diesel and gasoline emissions to the total PM mass were 3.1% and 6.7%,

respectively. The ratio of the diesel emission to the gasoline emission (0.46) is close to that of

Brigantine, NJ (Kim and Hopke, 2004b), which indicates possible limited usage of heavy-duty

trucks in rural areas. It can be seen from Figs. 6 and 7 that these two sources do not show a

significant weekend effect and season (summer/winter) effect. Gasoline emission has a little

higher contribution in the weekends, suggesting more gasoline vehicles are used for travel at that

time.

Fig. 8 shows a plot of OC3 concentration vs. K concentration that indicates there are two

major types of sources in term of OC3 and K. These edges explain why some K is associated



Fig. 2. Profiles of the resolved sources at the Mammoth Cave National Park IMPROVE site.
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Fig. 3. Contribution time series of the resolved sources at the Mammoth Cave National Park IMPROVE site.
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with the gasoline emission source and also some K is associated with source 8 that has been

attributed to wood smoke. It is not clear why the K-OC3 relationship is well defined at this site

relative to the other IMPROVE data that have been recently studied (Kim and Hopke, 2004a,b;

Zhao and Hopke, 2004; Kim et al., 2005).



Fig. 4. Relative contributions of the identified sources to the PM2.5 mass.
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4.2. Description of other sources

In this study, three different secondary sulfate sources with high concentration of S were

distinguished. The first secondary sulfate (source 3) represents summer secondary sulfate

showing the high contribution peaks in the summer time. Its average contribution to the total

PM2.5 mass was 49.0%, which was close to the previous study on the Mammoth Cave data

(Battelle and Sonoma Technology, Inc., 2002). The relatively high abundance of this source also

agrees with the results of a 10-year spatial and temporal trend study of sulfate (Malm et al.,

2002). That study found that the SO2 concentrations of the Ohio River Valley and central

Tennessee were at least two times those of other regions and that the SO4
2� concentration in

southern Kentucky did not show a significant change over the period from 1990 to 1999. The

next predominantly sulfur-bearing profile (source 4) shows high concentration of S and some

associated Se. Se is the tracer of coal combustion (Polissar et al., 2001) and the contribution
Fig. 5. Comparison of the diesel (top) and gasoline (bottom) carbon thermal fractions extracted from the San Gorgonio

site and the Mammoth Cave site.



Fig. 6. Comparison of the weekday/weekend contributions for each source at the Mammoth Cave site (meanF95% CI).
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series shows peaks during the winter months. This source can be called winter secondary sulfate

with the contribution to the total PM2.5 mass being 0.6%. The third one (source 5) was called

OP-rich secondary sulfate with high abundance of OP. This type of factor has been consistently

observed in the prior studies that used the IMPROVE thermal fractions (Kim and Hopke,

2004a,b; Kim et al., 2004, 2005). The co-occurrence of OP and S may be due to the additional

secondary organic aerosol formation caused by the heterogeneous acidic catalyzed reaction

between the acidic SO4
2� and gaseous organic compounds (Jang et al., 2003) and the

condensation of semi-volatile organic compounds onto acid sulfate particles. This source

contributed 16.2% to the total PM2.5 mass.
Fig. 7. Comparison of the seasonal (summer: April–September; winter: October–March) contributions for each source a

the Mammoth Cave site (meanF95% CI).
t



Fig. 8. The concentration of OC3 vs. the concentration of K.
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Fig. 9 shows the plot of Se against the S concentrations. The bsummerQ points are May to

September while the bwinterQ points are October to April. The left edge corresponding to

minimum photochemistry shows the higher Se/S ratio while the right edge corresponds to

maximal photochemistry with a lower Se/S ratio since the SO2 emitted with the primary Se is

more effectively converted into particulate sulfate. There is less segregation of the winter and

summer points relative to other locations like Vermont (Polissar et al., 2001).

Both Figs. 3 and 7 show three different secondary sulfates all have seasonal variations on the

contribution series. The Summer secondary sulfate and OP-rich secondary sulfate show summer

pattern with the high peaks in the summer time. The high peaks in the summer were due to the

higher rate of photo-oxidation reaction at that time, in which SO2 was changed to SO4
2�

(Harrison and Perry, 1986). Due to the high usage of coal in the winter time, the winter

secondary sulfate shows winter pattern with the peaks in the winter.

Source 6 is secondary nitrate with high abundance of NO3
� and contributes 2.8% to the total

PM2.5 mass. Nitrate is formed in the atmosphere predominantly through oxidation of NOx and the
Fig. 9. The concentration of Se vs. the concentration of S.
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suspected origin of this material is mobile emissions. This source shows a seasonal trend with high

contributions in winter because low temperature shifts the equilibrium system of NO3
� and HNO3

toward the particle phase, increasing the mass of NH4NO3 (Seinfeld and Pandis, 1998).

Source 7 shows high concentration of Si and its temporal contribution plot shows a number of

peaks in the months of June or July. The contribution to these peaks is assigned to Saharan dust

(Gatz and Prospero, 1996). In order to assess this hypothesis, air parcel back trajectories on the

dates of the high peaks (07/08/1992, 07/03/1993, 06/27/1998, 07/04/2002) were calculated with
Fig. 10. Calculated backward air parcel trajectory plots for the dates corresponding to four high peaks in the contribution

plot of Intercontinental dust+soil.
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the NOAA HYSPLIT model (Draxler and Rolph, 2003; Rolph, 2003). The UTC time for back

trajectories was selected as 19:00 that corresponded to the noontime at this site. The run time for all

the back trajectories was 240 h. Fig. 10 shows three of four back trajectories were through the

Atlantic Ocean and the Gulf of Mexico suggesting the dust on these dates were from North Africa.

In addition, the study on the Bondville data (Kim et al., 2005) also reported a high peak on 07/04/

2002 in the contribution series of airborne soil and the back trajectory for that peak was also

through the Atlantic Ocean. The ratio of Si/Ca of the dust from Sahara was around 7 (Gatz and

Prospero, 1996). In this study, this ratio was 8.3. The mass percentages of Al and Fe in the Africa

dust samples were around 1.67% and 11.30%, respectively (Holmes and Miller, 2004). These two

percentages of this study were 1.13% and 9.27%, respectively. These three indexes further support

our interpretation of the origin of this source. A small peak on 04/22/2001 was likely to be the

Asian sandstorm that developed over Mongolia on 04/07/2001 (NASA, 2001). The study on the

Bondville data (Kim et al., 2005) also reported the peak (04/22/2001) in the contribution series of

the airborne soil, which provided one more evidence to support the hypothesis of the origin of this

factor. This source contributed 4.9% on average to the total PM2.5 mass. In Fig. 7, this source

shows an obvious summer pattern, suggesting the Saharan dust could be the major contributor to

this source.

The profile of source 8 shows high concentration of OCs and some sulfur, H, and K. The

temporal contribution of this source shows a seasonal variation with high peaks in winter

indicating this source represent wood smoke. The contribution peaks in winter were due to the

more usage of wood for warming at that time. This source contributes 13.6% to the total PM2.5

mass, which is close to the value previously estimated in the Mammoth Cave data (Battelle and

Sonoma Technology, Inc., 2002).

Source 9 represents aged sea salt with high concentrations of Na and S. The low

concentration of chloride of this source may be due to the conversion from NaCl to Na2SO4 by

interaction with gas phase SO2 or through cloud processing. This source contributes 3.2% to the

total PM2.5 mass. This source does not show significant seasonal and weekend effects.

5. Conclusion

The chemical composition data of the ambient aerosols collected at the Mammoth Cave

National Park IMPROVE site were studied using PMF to identify the possible emission sources

for the aerosols in the rural upper-Midwestern areas. The results of this study can be summarized

as: 1) the feasibility of applying PMF to separate gasoline/diesel emissions in the rural Mid-

western area with carbon fractions was further demonstrated; 2) the other seven sources, aged

sea salt, summer secondary sulfate, winter secondary sulfate, OP-rich secondary sulfate,

secondary nitrate, and wood smoke, and Saharan red sand dust, were identified; 3) summer

secondary sulfate, OP-rich secondary sulfate, and wood smoke were three major sources for the

ambient aerosols at the Mammoth Cave National Park site; and 4) the contributions of Saharan

sandstorm were observed.
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