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1. Introduction

Introduced in the 1980s [1, 2], resistive plate chambers 
(RPCs) became widely used particle detectors for large area 
timing and triggering purposes in high energy physics experi-
ments [3–5]. They consist of one or many gas gaps between 
electrodes of high resistivity such as glass or bakelite. Owing 
to their low cost, good efficiency and outstanding timing reso-
lution [6, 7], RPCs found their way into other areas of funda-
mental physics and technology, including cosmic ray physics 
[8], geophysics [9] and medical imaging [10].

There have been many approaches to modeling of RPCs. 
Analytical methods [11, 12], while often approximate, can 
provide general conclusions about the influence of various 
parameters on the RPC performance. Monte Carlo simula-
tions [13–15] are useful for calculating RPC performance 
characteristics, such as timing resolution and efficiency, 
which depend on the stochastic nature of primary ioniz ation 
and electron avalanche development. On the other hand, 

numerical models based on fluid equations [16, 17] can only 
provide the mean values of RPC signals. Still, they are fre-
quently used for studying various physical phenomena in RPC 
operation, in a computationally efficient manner.

All RPC models, except the microscopic Monte Carlo 
model [15], rely on accurate electron transport and reac-
tion data in gases [18]. These data can be obtained from 
swarm experiments [19, 20] but are usually calculated from 
the electron impact cross sections  using either the Monte 
Carlo technique [21, 22] or Boltzmann equation  analysis 
[23–25]. MAGBOLTZ [26] is a Monte Carlo tool for such 
a task and is routinely used by the particle detector commu-
nity. However, there seems to be a lack of awareness of the 
two types of transport data named ‘flux’ and ‘bulk’ [19, 27].  
The difference between the two can be elucidated by the 
explicit effects of non-conservative collisions. Every col-
lision which results in changing of the number of electrons 
in the ensemble (e.g. ionization, attachment, electron–ion 
recombination) is regarded as non-conservative. In RPC 
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modeling, flux data were assumed systematically. Still, to 
our knowledge, MAGBOLTZ can compute the bulk data and 
considers them as ‘time of flight’ data, in the framework of 
the so-called ‘Tagashira convention’ [28]. Furthermore, most 
swarm experiments measure bulk properties [19, 25] and as 
of recently, BOLSIG  +  [29]—a publicly available two term 
Boltzmann equation solver—can also compute the bulk data. 
Differences between two sets of data are often significant, 
ranging from a few percent to a few orders of magnitude. In 
some cases, bulk and flux transport coefficients may exhibit 
entirely different qualitative behavior, as in case of negative 
absolute electron flux mobility [30] in mixtures of noble and 
strongly attaching gases and negative differential conductivity 
(NDC) for electron bulk drift velocity in strongly attaching 
gases [31]. A question may be raised as to which data, under 
which conditions, are appropriate in modeling of RPCs. The 
aim of this paper is to discuss this issue and also to demon-
strate the difference one might induce by implementation 
with the bulk and flux data in fluid modeling of RPCs. With 
that motivation, we have developed a fluid model based on a 
drift-diffusion equation in a 1.5-dimensional framework. This 
numerical model is also used to investigate streamer develop-
ment in RPCs under the influence of space charge effects and 
photoionization. Particularly, we focus on the signal forma-
tion in three RPC configurations with different SF6 content, 
where duality of transport data should not be neglected.

In the present paper, we extend the previous fluid-equation 
based models of RPCs [16, 17] by including the diffusion 
term in the fluid model. In addition to ATLAS triggering RPC, 
we present what we believe to be the first systematic calcul-
ation of the induced signals in the ALICE timing RPC and 
timing RPC [32] for a wide range of the applied electric fields. 
Electron transport coefficients as a function of the reduced 
electric field are required as input in fluid equations. A Monte 
Carlo simulation technique is used to calculate these transport 
coefficients in the gas mixtures considered in this work. In 
particular, a new set of cross sections for electron scattering in 
C H F2 2 4 is developed and considered in the calculations.

This paper is organized as follows. In section 2.1 we give 
a brief overview and theoretical basis of electron transport in 
gases under the hydrodynamic assumption and highlight those 
aspects relevant for modeling. The numerical model used to 
study the signal formation in ATLAS triggering RPC, ALICE 
timing RPC and timing RPC [32] is described in section 2.3. 
Calculated transport data used as input in this model are pre-
sented in section 2.2. Finally, in section 3 we show how dif-
ferent transport data affect the calculated signals for the three 
RPC configurations.

2. Theoretical methods

2.1. Hydrodynamic modeling of electron transport in gases

The starting point of our electron transport analysis is the 
equation of continuity

( ) ( ) ( )Γ∂
∂

+∇ ⋅ =
n t

t
t S t

r
r r

,
, , ,e (1)

where ( )n tr,e  is the electron number density, ( ) ⟨ ⟩Γ =t nr v, e  is 
the electron flux, ⟨ ⟩v  is the average electron velocity and ( )S tr,  
represents the electron production rate per unit volume arising 
from non-conservative collisions. Away from electrodes, 
sources and sinks of electrons, the hydrodynamic conditions 
can be assumed [22, 33]. Under these conditions, the phase-
space distribution function can be expressed as

( ) ( ) ( ) ( )( )∑= −∇
=

∞

�f t f n tr v v r, , , ,
k

k k

0
e (2)

where ( )( )f vk  are tensors of rank k and � denotes a k-scalar 
product. This functional relationship, which is valid for weak gra-
dients, is known as the hydrodynamic approximation [33]. Using 
the expansion (2), after truncation, the flux ( )Γ tr,  and source 
term ( )S tr,  in the continuity equation (1) can be written as

( ) ( ) ( )Γ = − ⋅ ∇t n t n tr W r D r, , , ,F e F e (3)

( ) ( ) ( ) ( )( ) ( ) ( )= − ⋅ ∇ + ∇∇S t S n t n t n tr r S r S r, , , : , ,0
e

1
e

2
e

 (4)
where WF is the flux drift velocity and DF is the flux diffusion 
tensor. Substituting the expressions for the flux (3) and source 
term (4) into the continuity equation (1) we obtain

( ) ( ( ) ( )) ( )( )∂
∂

+∇ ⋅ − ⋅ ∇ =
n t

t
n t n t S n t

r
W r D r r

,
, , , ,e

B e B e
0

e

 (5)
where

(     )( )= +W W S bulk drift velocity ,B F
1 (6)

(     )( )= +D D S bulk diffusion tensor .B F
2 (7)

The equation  (5) is strictly valid only when 
( ) ( )∇ −∇ ∇ =n nS S 01

e
2

e . This assumption holds when the 
electric field is spatially homogeneous as in the avalanche 
phase of streamer development in RPCs. It is possible to avoid 
this assumption, and this analysis is deferred to a future paper. 
Our preliminary results, obtained under conditions found in 
RPCs suggest that equation (5) is valid even for the streamer 
phase where the space charge effects control the electric field. 
From definitions (6) and (7), it is evident that the difference 
between the flux and bulk transport coefficients arises only 
due to presence of non-conservative collisions. It is shown 
[33, 34] that the bulk drift velocity can also be defined as

⟨ ⟩=
t

W r
d

d
,B (8)

and the bulk diffusion tensor as

⟨ ⟩= ∗ ∗

t
D r r

1

2

d

d
.B (9)

Here ⟨ ⟩= −∗r r r  where ⟨ ⟩r  is the mean position of the swarm. 
Similarly, the flux drift velocity components and the flux diag-
onal elements of the diffusion tensor are defined as

⟨ ⟩= =
t

W
r

v
d

d
,F (10)

⟨ ⟩ ⟨ ⟩⟨ ⟩= −D rv r v ,ii i i i iF, (11)
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where ⟨ ⟩vi  is the mean electron velocity and i  =  x,y,z. The 
definitions (8)–(11) are useful for direct sampling in Monte 
Carlo simulations. Also, the electron production rate S(0) can 
be calculated as

( ) =S
N

N

t

1 d

d
,0

e

e
 (12)

where ( )N te  is the number of electrons in the swarm.
One should be aware of the differences between the bulk 

drift velocity and flux drift velocity. The bulk drift velocity 
(8) is the velocity of centre of mass of the swarm, while the 
flux drift velocity (10) is the mean velocity of electrons. It 
can be easily illustrated why the two velocities may differ in 
presence of non-conservative collisions. Even under hydro-
dynamic conditions, in constant electric field, the mean 
energy of electrons is not constant throughout the swarm  
[24, 25, 31]. Electrons at the front of the swarm generally have 
higher energy than those at the back. If the collision frequency 
for ionization increases with the electron energy, then elec-
trons are predominantly created in regions of higher energy, 
resulting in a shift of the centre of mass of the swarm. A sim-
ilar physical picture can be applied for electron attachment: if 
there is an attachment process which occurs at higher collision 
energies, it will naturally tend to affect the leading edge of 
the swarm. This results in a backwards shift of the swarm’s 
centre of mass, which is observable as a reduction of the bulk 
drift velocity (as compared to the flux drift velocity). This 
process is known as attachment cooling [35, 36]. Conversely, 
if collision frequency for electron attachment decreases with 
the electron energy, then it is more likely that electrons will 
be more efficiently consumed at the back than on the leading 
edge of the swarm. This in turn shifts the swarm’s centre of 
mass forward. This phenomenon is observable as an increase 
of the bulk drift velocity and is usually known in the literature 
as attachment heating [35, 36]. The distinction between the 
two velocity components has important implications in mode-
ling of electron avalanches. One should take into account that 
the avalanche (i.e. its centre of mass) progresses in space with 
bulk drift velocity. For example, when Legler’s model [37], 
or any other model of avalanche fluctuations is employed as a 
function of avalanche path length [14, 38], bulk drift velocity 
should be used to evaluate the ionization and attachment 
coefficients.

Transport quantities (8)–(12) can be considered as funda-
mental data. They are strictly defined under hydrodynamic 
conditions and are not an artifact of a particular theoretical 
model or method of analysis. They are measurable and inde-
pendent of the experimental arrangement. Most swarm exper-
iments involve determination of bulk transport properties. 
Typical examples are the pulsed-Townsend experiment and 
time-of-flight experiment [19, 27]. These experiments assume 
hydrodynamic conditions, which means that the measured 
quantities correspond to the bulk properties appearing in the 
diffusion equation  (5). The bulk transport properties can be 
used to normalize the sets of cross sections using the so-called 
swarm procedure. The normalized set of cross sections  for 
electron scattering provides transport and reaction data 

which are in a good agreement with the measured data. The 
standard swarm procedure was used by our group with the aim 
of deriving the cross sections  for electron scattering C H F2 2 4  
(section 2.2). As a result of this procedure, the calculated 
transport coefficients agree very well with those measured 
under the pulsed-Townsend conditions [39, 40].

Equation (5) coupled with the Poisson equation using a local 
field approximation forms the basis of the fluid model consid-
ered in this work. Local field approximation assumes that the 
electrons are in equilibrium with the local electric field and 
thus the properly defined transport coefficients are only func-
tions of the local electric field. The equation (5) also assumes 
hydrodynamic conditions and the approximation concerning 
the source term. However, for homogeneous electric field, this 
model gives the correct avalanche velocity and ionization per 
avalanche path length. The same might not be true for fluid 
models of RPCs [16–18] where the type of transport data 
used as input is not discussed. Equation (5) with flux transport 
coefficients instead of bulk, forms the basis of the first-order 
fluid model. The designation ‘first-order’ implies that it can be 
derived from the Boltzmann transport equation using first-order 
velocity moments of the phase-space distribution function and 
several approximations [41]. In general, fluid models can be 
derived as moment equations of the variable order but they 
usually require many simplifying and closure assumptions. 
For example, the fluid model of the second-order is truncated 
at the level of the mean energy where fluid equations are closed 
in the so-called local mean energy approximation [41, 42].  
Higher-order models introduce even more equations  and 
have been used for studying the non-local effects in streamer 
dynamics [41, 42]. The application of high-order fluid models 
for analysis of RPCs is a subject of our forthcoming paper. In 
this paper, however, we only consider the first-order model 
with flux transport data and model based on equation (5) with 
bulk transport data. Since both models are mathematically the 
same, with the only difference being the transport data used 
as input, we shall refer to them as a single model which uses 
either flux or bulk transport data.

2.2. Electron transport data in RPC gases

In this section  we present the calculated transport and rate 
coefficients for fluid modeling of the three RPC configura-
tions. The data are calculated using our Monte Carlo tech-
nique based on tracking of individual electrons and their 
collisions with the background gas. We assume that the elec-
tron scattering is isotropic for each type of collision. While 
the inclusion of anisotropy of electron scattering is important 
for modeling of the transport and discharges in some mole-
cules under mostly high energy conditions no such conditions 
were found in the present work that would justify the need 
to include the differential cross sections and also that would 
be supported by the available data to a sufficient degree. The 
background gas temperature is set to 293 K. The transport 
coefficients are sampled using definitions (8)–(11). For more 
details about our Monte Carlo code the reader is referred to 
[21, 34, 43].

J. Phys. D: Appl. Phys. 49 (2016) 405201
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The transport and rate coefficients are calculated for gas 
mixtures employed in: (1) ATLAS triggering RPC [3] 94.7% 
C H F2 2 4  +  5% iso-C H4 10  +  0.3% SF6, (2) ALICE timing RPC 
[4] 90% C H F2 2 4  +  5% iso-C H4 10  +  5% SF6, and (3) timing 
RPC [32] 85% C H F2 2 4  +  5% iso-C H4 10  +  10% SF6. The data 
are calculated using a new cross section set for electron scat-
tering in C H F2 2 4 (figure 1) developed by our group [44]. This 
cross section set is based on an updated version of our pre-
vious set [45] with additional vibrational excitations, elec-
tronic excitation and three-body attachment. The transport and 
rate coefficients obtained using this set are in good agreement 
with measurements by Urquijo et al [40] and Basile et al [39]. 
The cross sections for iso-C H4 10 are taken from MAGBOLTZ 
7.1. There is an updated set for iso-C H4 10 in newer versions of 
MAGBOLTZ but the ionization coefficient obtained using the 
older set from MAGBOLTZ 7.1 is in better agreement with 
measurements [46]. Finally, the cross section set for electron 
scattering in SF6 is taken from Itoh et al [47].

Figure 2 shows the flux and bulk drift velocities calculated 
over a range of reduced electric field strengths for three RPC 
gas mixtures. The reduced electric field E/N is expressed in Td 
(    = −1 Td 10 Vm21 2). We observe that the ALICE timing RPC 
and timing RPC [32] gas mixtures exhibit the greatest overall 
difference between bulk and flux components of drift velocity. 
The difference is larger than two orders of magnitude in the 
limit of the lowest fields considered in this work (1–3 Td) and 
an order of magnitude between 10–30 Td. In both of these 
E/N ranges we see that the bulk drift velocity is reduced for an 
increasing E/N. This phenomenon is termed negative differ-
ential conductivity (NDC) and has been studied many times in 
the past [48, 49]. In particular, the occurrence of NDC in the 
bulk drift velocity in the ALICE timing RPC gas mixture has 
already been investigated in [31]. Still, the largest differences 
between the flux and bulk components are in the attachment 

dominated region below 100 Td (figure 3). In the ionization 
dominated region, at RPC operating fields of 200–400 Td, the 
difference ranges between 5% and 15%. A similar behavior is 
observed in the longitudinal component of the diffusion tensor 
(figure 4).

2.3. Numerical model

Assuming one-dimensional scenario ( ) ( )=n t n x tr, ,e e  and the 
electric field = EE ex (where ex is the unit vector in the x 
direction), with addition of the photoionization source term 
(Sph), the equation (5) reduces to

( ) ( )⎜ ⎟
⎛
⎝

⎞
⎠ ν ν

∂
∂
=
∂
∂

+
∂
∂

+ − +
n

t x
W E n D

n

x
n Ssgn ,e

e L
e

i a e ph

 (13)
where νi and νa are the ionization and attachment frequen-
cies (figure 3) respectively. The drift velocity W is defined as 
positive (figure 2) and ( )Esgn  is the sign (signum) function. 
Both transport and reaction data are considered as functions 
of ( )| |E x t, . The continuity equations for the number densities 
of positive (np) and negative ions (nn) are written as

ν ν
∂

∂
= +

∂
∂
=

n

t
n S

n

t
nand ,

p
i e ph

n
a e (14)

since the ions can be considered as immobile on the timescale 
of fast electron signals.

The electric field is calculated assuming that the charge is 
contained inside a cylinder, with radius R0 along the x axis, 
and distributed uniformly in the radial direction. In this case, 
similar to [50], the electric field along the x axis is given by

( ) ( ( ) ( ) ( ))

 ( )
( )

∫ε= + − − ⋅

− −
−

− +

′ ′ ′

′
′

′
′

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟

E x t E
e

n x t n x t n x t

x x
x x

x x R
x

,
2

, , ,

sgn d ,

d

0
0

0 0
p n e

2
0
2

 

(15)

Figure 1. Cross sections for electron scattering in C H F2 2 4 [44]: (1) 
total momentum transfer, (2) elastic momentum transfer, (3)–(13) 
vibrational excitations, (14) dissociative excitation, (15) effective 
electronic excitation, (16) ionization, (17) dissociative attachment, 
(18) 3-body attachment assuming pressure of 1 atm and temperature 
of 293 K. For display, the attachment cross sections (17) and (18) 
are multiplied by factor 20.

Figure 2. Bulk and flux drift velocities calculated for gas mixtures 
used in ATLAS triggering RPC, ALICE timing RPC and timing 
RPC [32].
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where E0, d, e0 and ε0 are the external (applied) electric field, 
gas gap length, elementary charge and vacuum permittivity 
respectively.

The photoionization source term is defined as [51, 52]

( ) ( ( ) ) ( ) ( )

⎛
⎝
⎜

⎞
⎠
⎟

∫λ ν

λ

= | | Ω −

⋅ −
| − |

′ ′ ′

′
′

S x t
M

E x t n x t x x

x x
x

,
2

, ,

exp d ,

d

ph
0

i e

 (16)

where factor /ν ν≡M Q ph i is the global photoionization effi-
ciency. As an approximation, the model assumes that the 
photon production frequency νph is proportional to the ioniz-
ation frequency νi. The photon mean free path λ and the pho-
toionization quantum efficiency Q are considered as effective 
values, averaged over the relevant photoemission bands. The 
function

( )
( )

⎛

⎝
⎜
⎜

⎞

⎠
⎟
⎟Ω − = −

| − |

− +
′

′

′
x x

x x

x x R

1

2
1 ,

2
0
2

 (17)

represents fraction of the solid angle centred at the emission 
point ′x  and covering the cross section area at x.

Equations (13) and (14) are solved numerically, imposing 
boundary conditions for absorbing electrodes

( ) ( )= = = =n x t n x d t0, 0, , 0,e e (18)

and initial conditions

( ) ( )⎛

⎝
⎜

⎞

⎠
⎟

π σ π σ
= = −

−
n x t

N

R

x x
, 0

2
exp ,e

e0

0
2

0

0
2

0
2 (19)

( ) ( ) ( )= = = = =n x t n x t n x t, 0 , 0 , , 0 0.p e n (20)

Here Ne0 is the initial number of electrons with Gaussian dis-
tribution centered at x0 and standard deviation σ0. The numer-
ical scheme uses second-order central finite differences for 
discretization of spatial derivatives and classical fourth-order 
Runge–Kutta 4 scheme for integration in time. With such an 

explicit method there are at least two stability conditions for 
the time step [53]:

t C x W CFL condition ,a / (   )∆ < ∆ (21)

( ) / (     )∆ < ∆t C x D explicit diffusion limit ,d
2

L (22)

where ∆x is the spatial grid step. Ca and Cd are the maximum 
Courant numbers for advection and diffusion equations [54], 
which generally depend on the particular time integration 
scheme and spatial discretization. In our calculations, we use 
a small constant time step which meets the above criteria.

Finally, the induced current is calculated using Ramo’s 
theorem [55]

( ) ( ) ( ( ) ) ( ( ))∫π= | |i t e R
E

V
n x t W E x t E x t x, , sgn , d ,

d

0 0
2 w

w 0
e F

 (23)
where /E Vw w is the weighting field and WF is the flux drift 
velocity [27].

3. Results and discussion

3.1. Preliminaries

The results for three RPC configurations considered in this 
section are obtained using the model described in section 2.3. 
Electron transport data required by this model are presented 
in section 2.2. Parameter values for the radius of cylindrical 
charge distribution R0, photon mean free path λ and photo-
ionization factor M, should generally require careful consid-
eration. For example, the ‘range’ of the space charge field 
depends on R0 which, on the other hand, is determined by 
the lateral spread of the primary ionization and transverse 
diffusion. Also, photoionization is a complex process, espe-
cially in the case of these RPC gas mixtures, and cannot be 
fully described by the effective parameters introduced in sec-
tion 2.3. However, it is not the aim of this work to model the 
exact experimental conditions. The values for these parameters 

Figure 3. Ionization and attachment rate coefficients calculated for 
gas mixtures used in ATLAS triggering RPC, ALICE timing RPC 
and timing RPC [32].

Figure 4. Bulk and flux density-normalized longitudinal diffusion 
coefficient calculated for gas mixtures used in ATLAS triggering 
RPC, ALICE timing RPC and timing RPC [32].

J. Phys. D: Appl. Phys. 49 (2016) 405201
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are taken from [51], since they seem realistic: R0  =  0.3 mm, 
λ = 500 μm and M  =  10−6.

Other parameters—gas gap length d, number of spatial 
cells m, initial number of electrons Ne0—are specific for each 
RPC configuration:

 (i) ATLAS triggering RPC [3] with a gas mixture of 
94.7% C H F2 2 4  +  5% iso-C H4 10  +  0.3% SF6 (d  =  2 mm, 
m  =  3000, =N 60e0 ).

 (ii) A single gas gap of the ALICE timing RPC [4] with a 
gas mixture of 90% C H F2 2 4  +  5% iso-C H4 10  +  5% SF6 
(d  =  0.25 mm, m  =  2000, =N 6e0 ).

 (iii) Timing RPC [32] with a gas mixture of 85% C H F2 2 4  +   
5% iso-C H4 10  +  10% SF6 (d  =  0.3 mm, m  =  2000, =N 9e0 ).

Numbers for Ne0 correspond to approximately 10 primary 
clusters mm−1 and 3 electrons/cluster, which are realistic 
average values. We assume that the initial electron distribu-
tion is a Gaussian (19) centred in the gas gap i.e. x0  =  d/2, 
with /σ = d 60 . For simplicity, the weighting field is set to 

/ /=E V d1w w  as in the parallel plate chamber. We assume 
that the gas number density = ⋅N 2.505 1025 m−3, which 
corresponds to the pressure of 1 atm and temperature of 
293 K.

3.2. Electron avalanche and streamer development

We now consider the electron avalanche and streamer devel-
opment in ATLAS triggering RPC. The applied electric field 
E0  =  4.9 MV m−1 (E0/N  =  196 Td) is oriented along the x-axis 
and corresponds to the operating point voltage U  =  9.8 kV 
[3]. Bulk transport data are employed in the model. The initial 
conditions assume 60 electrons with Gaussian distribution, as 
described in sections 2.3 and 3.1.

During the first 8.2 ns (figure 5), the electron avalanche 
exhibits typical exponential growth without noticeable space 
charge effects. Still, about half of the electrons have reached 
the anode. While electrons are being consumed at the anode 
the ions remain immobile. As a result, the space charge field 

begins to grow and reaches 10% of the external field at about 
10.6 ns (figure 6). Due to space charge, the external field is 
suppressed near the anode and enhanced at the tail of electron 
distribution. In this region of enhanced field a positive streamer 
is formed as a peak in the electron distribution (12.2 ns).  
At this moment, the space charge field reaches almost 
100% of the external field, leading to high photon produc-
tion. Due to photoionization, the positive streamer pro-
gresses toward the cathode (figure 7). After about 16.2 ns, 
the streamer peak becomes narrower and starts to diminish 
slowly.

The development of the electron avalanche and streamer 
is tightly related to the induced current, which is considered 
in the next section. It is interesting to note that in this case of 
ATLAS triggering RPC, but also in other RPC configurations 
considered in this work, the enhancement of the electric field 
which leads to the positive streamer formation is mainly due 
to electron absorption effect of the anode. A similar behavior 
was also observed in a parallel plate chamber [51].

Figure 5. Electron number density and electric field during 
avalanche development in ATLAS triggering RPC (0–8.2 ns in steps 
of 0.4 ns). The applied electric field E0  =  4.9 MV m−1 (196 Td) is 
oriented in the x direction.

Figure 6. Electron number density and electric field during positive 
streamer formation in ATLAS triggering RPC (8.2–12.2 ns in steps 
of 0.8 ns). The applied electric field E0  =  4.9 MV m−1 (196 Td) is 
oriented in the x direction.

Figure 7. Electron number density and electric field during positive 
streamer propagation in ATLAS triggering RPC (12.2–16.2 ns in 
steps of 0.8 ns). The applied electric field E0  =  4.9 MV m−1  
(196 Td) is oriented in the x direction.
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3.3. Induced current

Figure 8 (top left, solid line) shows the induced current cal-
culated for the case of ATLAS triggering RPC discussed in 
section 3.2. We observe a small precursor signal followed by 
a large peak. The occurrence of the precursor was also noticed 
in many experiments [56–58]. According to equation  (23), 
the signal development can be interpreted knowing the elec-
tron number density and flux drift velocity. In our case, the 
flux drift velocity increases monotonically with the electric 
field strength (figure 2). We now recall the characteristic time 
intervals for the avalanche development (0–8.2 ns), streamer 
development (8.2–12.2 ns) and positive streamer propagation 
(12.2–16.2 ns) described by the electron number density and 
electric field strength in figures 5–7 respectively. During the 
avalanche phase, the induced current grows exponentially 
until the electrons reach the anode. Eventually, the exponen-
tial rise stops and becomes linear due to both electron absorp-
tion and space charge effects, which begin at about 10 ns. The 
induced current peaks at 11.3 ns and starts to drop off forming 
the characteristic precursor shape. Another rise begins when 

photoionization takes place in the region of enhanced electric 
field. The positive streamer is formed at 12.2 ns and the cur-
rent rises while the positive streamer grows and propagates 
toward the cathode. At 16.2 ns the positive streamer stops 

Figure 8. Induced signals in ATLAS triggering RPC, ALICE timing RPC (ALICE TOF) and timing RPC [32] calculated using flux and 
bulk transport data. Calculations are made for different applied electric fields E0: realistic operating fields (left) and low operating fields 
leading to saturated avalanche without positive streamer formation (right).

Figure 9. Induced signal in ATLAS triggering RPC calculated 
assuming the initial electron distribution with 10 equally spaced 
Gaussian clusters per mm, and 3 electrons per cluster. Calculations 
are made using flux and bulk transport data.
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right before reaching the cathode and starts to diminish, while 
the induced current slowly drops to zero.

The induced current for the ATLAS RPC calculated using 
flux transport data is also shown in figure 8 (top left, dashed 
line). In this case, the induced current is slightly larger than 
when bulk transport data are employed. Clearly, the difference 
between the two cases arises from the drift-diffusion equa-
tion (13) and not Ramo’s theorem (23) where only flux drift 
velocity is used. This difference can be understood by con-
sidering a simple avalanche growth with multiplication factor 

(( ) / )ν ν− l Wexp i a  where l is the distance to the anode. Indeed, 
since in RPC gases the bulk drift velocity is higher than flux 
drift velocity (figure 2), the avalanche multiplication factor 
will be higher in the flux case. The difference is even more 
pronounced at lower electric field of 178 Td where saturated 
avalanche does not progress into positive streamer (figure 8, 
top right).

In addition to single Gaussian initial conditions, we have 
also calculated the induced current in the case of ATLAS 
RPC with E0/N  =  196 Td, where the initial distribution con-
sists of multiple Gaussians representing primary ionization 
with 10 clusters mm−1 and 3 electrons/cluster. The distribu-
tion is given as ( ) (= = ∑ ⋅=n x t G i, 0 0.1ie 0

20  mm )σ, 0  where 
( )σG x ,0 0  is a Gaussian defined in (19) with =N 3e0  electrons 

and σ = 0.10  mm/6. The results with this initial condition are 
shown in figure 9. Compared to the single Gaussian case, the 
induced current has a similar shape but with steeper rising 
edge and slightly rounded peak. These differences are mainly 
due to clusters near the cathode, which form a tail of the single 
Gaussian made by merging of small clusters during the ava-
lanche and streamer formation phase.

Figure 8 shows the induced currents for ALICE timing RPC 
and timing RPC [32]. In contrast to ATLAS triggering RPC, 
the induced signals of timing RPCs at their operating fields 
are larger in amplitude, shorter in duration and rise faster as a 
consequence of higher electric fields and smaller gas gaps. For 
example, in case of ALICE timing RPC (figure 8, middle left), 

the peak due to positive streamer is smaller and has a faster 
rising edge than in case of ATLAS RPC. It is also followed 
by a small peculiar peak after about 0.1 ns. We have not fully 
investigated the origin of this small peak but it shows no sign 
of numerical artifact. Also, due to greater difference between 
flux and bulk transport data (figures 2 and 4) the difference 
between corresponding signals is larger compared to ATLAS 
RPC, especially at lower electric field (figure 8, middle right).

The results for the three RPC configurations and gas mix-
tures presented in this section show an interesting behavior—
the discrepancy between the induced currents, calculated with 
flux and bulk transport data, decreases with the applied elec-
tric field strength. One should expect the opposite, knowing 
that the difference between the flux and bulk transport data 
increases with the electric field in RPC operating range  
(figures 2 and 4). This phenomenon is discussed in the 
 following section.

3.4. Induced charge

In this section, we investigate the impact of electron transport 
data on the fast component of the induced charge. The induced 
charge is calculated as an integral of the induced current i.e. 

( )∫=
+∞

Q t ti d
0

. Figure  10 shows the percentage difference 

between the induced charges Qflux and Qbulk, obtained using 
flux and bulk transport data, respectively. The difference is 
calculated over a range of operating electric fields for the three 
RPC configurations. The difference ranges from 6% for the 
ATLAS RPC up to 600% for the timing RPC [32]. This is 
understandable considering the corresponding transport data. 
However, for each of these RPC configurations, the difference 
grows with the electric field up to a certain point when it drops 
abruptly. We note that the induced currents on the left side 
of the figure 8 are calculated using the applied fields above 
this threshold, while figures on the right side are calculated 
using applied fields below the threshold. This behavior seems 

Figure 10. Percentage difference between the induced charges 
Qflux and Qbulk, calculated over a range of applied electric fields for 
ATLAS triggering RPC, ALICE timing RPC (ALICE TOF) and 
timing RPC [32].

Figure 11. Percentage difference between the induced charges Qflux 
and Qbulk for the ALICE timing RPC. The difference is calculated 
over a range of applied electric fields for three modeling scenarios: 
(1) full model, (2) no photoionization, and (3) constant electric field 
and no photoionization.
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counter-intuitive considering that above  ∼100 Td the differ-
ence between flux and bulk transport data grows monotoni-
cally with the electric field. Moreover, the space charge effects 
can increase this difference even further through enhancement 
or reduction of the electric field toward the regions where flux 
and bulk transport data differ considerably (figures 2 and 4).

In order to investigate this effect, we modify our model 
from section  2.3 to include two more scenarios: (1) no 
photoionization ( ( )≡S x t, 0ph ), and (2) constant electric 
field i.e. no space charge effects, and no photoionization 
( ( ) ( )≡ ≡E x t E S x t, , , 00 ph ). These two scenarios in addition 
to the full model are used to calculate the percentage dif-
ference between the induced charges Qflux and Qbulk for the 
ALICE timing RPC (figure 11). It is evident that without 
space charge effects and photoionization the difference grows 
steadily with the electric field. Without photoionization, the 
space charge effects slightly enhance the difference at 351 Td.  
Above this electric field, the difference decreases continu-
ously due to space charge effects alone. The photoionization 
only suppresses the difference more rapidly since it produces 
additional space charge.

Figure 12 shows the induced charges Qflux and Qbulk for 
the ALICE timing RPC calculated using the three modeling 
scenarios. The saturation effect induced by the space sharge is 
clearly visible. Since >Q Qflux bulk, more space charge is pro-
duced in the flux case. Therefore, Qflux saturates faster with 
the electric field than Qbulk and the difference between them 
starts to drop. The inclusion of photoionization results in more 
space charge and consequently faster saturation. It is also seen 
that, in an isolated case of Qflux at 351 Td, the space charge 
effects can slightly increase the induced charge. We should 
also note that the calculated induced charge seems unrealisti-
cally large compared to some experimental data for the fast 
component of the induced charge [32, 58]. This can be due 
to many reasons including the constraints of the 1.5D model 
itself, but also its parameters which are not determined accu-
rately such as radius R0 and photoionization parameters δ, λ 

and Q. Still, the most obvious factor is the weighting field 
/E Vw w which we assume as 1/d. Depending on the electrode 

permittivity and thickness, the weighting field for some RPC 
geometries can be a few times smaller than 1/d.

4. Conclusion

In this work we have discussed some aspects of electron 
transport in gases relevant for modeling of RPCs. Under 
hydrodynamic conditions, we have shown how the difference 
between flux and bulk transport data arises due to presence 
of non-conservative collisions. The duality of transport data 
was clearly visible in case of three RPC gas mixtures with 
different SF6 content. One important implication is that in 
modeling of electron avalanches, bulk data should generally 
be used. A fluid model with photoionization was developed 
in order to demonstrate how the transport data used as input 
affect the results of RPC modeling. Using this model we have 
investigated the streamer development in ATLAS triggering 
RPC. It was found that the electron absorption on the anode 
has large influence on the space charge effects and positive 
streamer formation. The model was also used to calculate the 
induced signals for ATLAS triggering RPC, ALICE timing 
RPC and timing RPC [32]. The most striking observation is 
the difference between the induced charges calculated using 
flux and bulk data. This difference can reach up to 80% in case 
of ATLAS RPC or several hundred percent in case of timing 
RPCs at lower operating fields. However, at higher electric 
fields the saturation effect due to space charge and photoioniz-
ation lowers the difference to about 6% for the ATLAS RPC 
and 30% for the timing RPCs. This illustrates the importance 
of correct implementation of data in modeling. One should be 
aware of the origin of the transport data and the type of trans-
port data required in modeling.

The formalism and methodology presented in this paper 
are valid for other types of gaseous particle detectors. Many 
of the methods and techniques developed in the framework 
of swarm physics directly carry over to the particle detec-
tors. We are currently working on extending the fluid treat-
ment of RPCs to include more balance equations and utilizing 
momentum transfer theory [25] to evaluate the collisional 
terms. This will facilitate a full fluid treatment of RPCs using 
state-of-the-art theory.
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